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Approximating Low-dimensional-but-complex Functions
Task
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 Learn a neural representation of low-dimensional-but-complex functions

 Example: Image Representation

Input: 

Pixel coordinate (ℝ2)

(x, y)

Output: 

RGB values (ℝ3)

(r, g, b)

➢ Other Examples:
• Image Generalization
• Poisson Image Reconstruction 

from Gradients and Laplacian
• Solving Wave Function
• Shape Representation
• 3D Inverse Rendering
• …
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Sinusoidal Activation & Fourier Features
Previous Works
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 Standard ReLU networks performs miserably on the task (Sitzmann et.al., 2020) 

….

….

….

….

SIREN (Sitzmann, et.al, 2020) Fourier features network 
(Tancik, et.al, 2020)

ReLU Sinusoidal

….

….

….

….

Random Fourier features transformation
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Sinusoidal Activation & Fourier Features
Previous Works
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 Standard ReLU networks performs miserably on the task (Sitzmann et.al., 2020) 

….

….

….

….

SIREN (Sitzmann, et.al, 2020) Fourier features network 
(Tancik, et.al, 2020)

ReLU Sinusoidal

….

….

….

….

Random Fourier features transformation

Problem: What is the intuition behind this architecture?
Periodic activations → something akin to a Fourier transform, 

Network’s compositional structure → difficult to analyze theoretically
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Multiplicative Filter Networks
Our Model
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 Standard Compositional Networks

Recurrence Formulation:

Multiplicative Filter Networks (MFNs)

Recurrence Formulation:

: elementwise multiplication,   𝑔 : non-linear function

1) FourierNet: sinusoidal filter

2) GaborNet: Gabor filter

𝜎 : non-linear activation function
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Characterization of the entire function of the networks 
Theoretical Benefit 
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Simple characterization of the entire function of a MFN:

a linear combination of (an exponential number of) Fourier or Gabor basis functions on the input.

Two instantiations of MFNs:

 FourierNet:

 GaborNet:
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Experiments (1)
Empirical Benefits
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 Image & Video Representation

 Image Generalization
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Experiments (2)
Empirical Benefits
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 Poisson Image Reconstruction from Gradients

 3D Inverse Rendering

 Shape Representation via SDF
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Conclusion
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We introduced the Multiplicative Filter Networks (MFNs)

 Two instantiations:
1) FourierNet : Sinusoidal Filter
2) GaborNet : Gabor Filter

 Avoid composing non-linear function on top of other non-linear functions

 The entire function of the networks 

 Simple

 Easy to characterize

 Empirical Performance

 The MFNs perform as well or better than the previous approach

 A standard benchmark for future works

on modeling low-dimensional-but-complex functions



Thank You
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